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When Diana Mutz wrote Population-Based 
Survey Experiments in 2011, she stressed one 
theme throughout the book. That theme: the 
use of large random samples with experi-
ments embedded in them is an ideal means 
by which to generate causal generalizations. 
The embedded experiment provides the 
needed leverage to identify true cause and 
effect, and the random sample of a national 
population ensures that the results can be 
generalized to the population from which the 
sample was drawn.

Mutz’s logic remains as compelling today 
as it was when she wrote the book. However, 
two significant changes have occurred. 
First, the increasing influence of the causal 
inference movement has changed politi-
cal scientists’ priorities with respect to data 
collection and analysis. Because causal 
inference emphasizes making the right 
comparisons, not generalization, research-
ers increasingly search for unique, often 
local, research opportunities, thus avoid-
ing the costs and delays associated with the 

collection of random samples of national 
populations. Their practice resonates with 
Campbell’s long-ago assertion about social 
scientific practices: ‘There was gross overval-
uing of, and financial investment in, external 
validity, in the sense of representative sam-
ples at the nationwide level. In contrast, the 
physical sciences are so provincial that they 
have established major discoveries like the 
hydrolysis of water… by a single water sam-
ple’ (Campbell, 1988, cited in Rosenbaum, 
1999).1 As a result, individual scholars’ own 
research programs have progressed quickly, 
and, more significantly, these same scholars 
have been able to respond to and build on 
others’ work in rapid-fire fashion.2

Second, measurement has emerged as a 
distinct and very active area of experimental 
survey research, with some of the discipline’s 
best methodologists working in it.3 Much of 
the effort has focused on the measurement 
of sensitive attitudes. The ingenuity of the 
designs that scholars have used to identify 
‘true’ attitudes has been nothing short of 

Survey Experiments and the Quest 
for Valid Interpretation

G u s t a v o  D i a z ,  C h r i s t o p h e r  G r a d y ,  
a n d  J a m e s  H .  K u k l i n s k i

BK-SAGE-CURINI_FRANZESE-190202-V2_Chp54.indd   1036 27/03/20   1:49 PM



Survey Experiments and the Quest for Valid Interpretation 1037

remarkable. We put quotes around true atti-
tudes, since one of the key developments in 
measurement has been a continuing change 
in conceptions of what true attitudes are.

In both areas of experimental survey 
research, inference and measurement, schol-
ars seek to interpret their results correctly 
(i.e. validly). In the case of causal inference, 
the goal is to reach proper conclusions about 
relationships between treatments and out-
comes. In the case of measurement, the goal 
is to construct methodological approaches 
that increase confidence in the measure-
ment of concepts such as prejudice, given 
that respondents often seek to hide their true 
views or do not consciously understand what 
they truly feel and think.

In both types of survey experimental study, 
scholars might misinterpret the empirical 
results. But why expect scholars to misin-
terpret their results? After all, scholars have 
been describing well-designed experiments 
as the gold standard by which to estimate true 
causal relationships for centuries. And no one 
would doubt that most political scientists can 
capably design strong survey experiments 
these days.

Considering causal inference experiments 
first, we identify and discuss three potential 
sources of misinterpretation of results: factors 
not included in the experiment moderate the 
basic treatment-outcome relationship; some 
people enter the experiment already having 
been treated in the very external world the 
researcher seeks to understand; and, respond-
ents enter the experiment with different 
experiences, which are typically unknown to 
the experimenter and which shape the way 
respondents interpret the treatments. As part of 
our discussion, we evaluate some increasingly 
complex methods that scholars have proposed 
to overcome the sources of misinterpretation.

With respect to survey experiments designed 
to uncover true attitudes when social desir-
ability might be coloring the respondent’s true 
beliefs and feelings, we identify and discuss 
several problems that might undermine the 
increasingly complex designs that scholars 

have brought to bear, thus leading them to 
misinterpret the results. The biggest obstacle 
to proper interpretation of results is the lack of 
full respondent anonymity, as viewed by the 
respondents themselves. Other problems, such 
as contamination from earlier questions in the 
survey, stem from the survey context, not nec-
essarily from features of the experiment.4 With 
respect to implicit attitudes, the fundamental 
problem that can impair interpretations of the 
results, in addition to some of those discussed 
in the preceding paragraph, arises when the 
treatments do not prime the concepts research-
ers think they have primed.

In both areas of survey experimental 
research, the designs of the experiments 
have increased in complexity over time. Two 
obvious questions, which we keep in mind 
throughout our discussion: has the increasing 
complexity of experiments increased schol-
ars’ capacities to make right inferences about 
the outside world? And has this increasing 
complexity wrought its own set of problems, 
or at least does the potential exist?

To be clear, we define survey experiments 
as experiments in which the treatments are 
delivered through a survey instrument. This 
excludes field experiments that use surveys to 
measure outcomes (Broockman et al., 2017). 
Conversely, if respondents enter a laboratory 
and are assigned to different treatments via 
different of a survey item, the study meets the 
definition of a survey experiment.

We have divided our discussion into three 
sections. First, we discuss reasons why politi-
cal scientists can inadvertently misinterpret 
their results when conducting causal infer-
ence studies. Second, we undertake the same 
task with respect to measurement studies. In 
both instances, we also discuss designs that 
scholars have begun to propose to avoid mis-
interpretation. Finally, we pursue some impli-
cations of our earlier discussions. The overall 
purpose of our discussion is to highlight key 
areas that require the attention of both experts 
in the field and junior scholars interested in 
incorporating survey experiments into their 
research toolkits.
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One of the most difficult aspects of writing 
this chapter is the knowledge that we will not 
be able to cite the many meritorious studies 
that warrant citation. While they originated 
in American politics, survey experiments 
are now common across all subfields of 
political science and international relations, 
exploring topics as different as immigration 
(Hainmueller and Hopkins, 2015), vote buy-
ing (Gonzalez-Ocantos et  al., 2012), cor-
ruption (Winters and Weitz-Shapiro, 2013), 
the democratic peace (Tomz and Weeks, 
2013), compliance with international treaties 
(Findley et al., 2017), and support for extrem-
ist groups (Blair et al., 2013). We could dedi-
cate an entire chapter to listing interesting 
applications. Too keep it simple, we have 
chosen studies with which we are most famil-
iar and that help us make the points we seek 
to make. We rely on readers to draw connec-
tions with the topics that are salient in their 
areas of expertise.

Survey Experiments for Causal 
Inference

Survey experiments for causal inference are 
experiments that happen to be embedded in a 
survey instrument. Respondents are ran-
domly assigned to different versions of a 
treatment, and then they answer one or more 
outcome questions.5 Much like in field and 
laboratory experiments, the researcher can 
identify an average treatment effect on one or 
more outcomes of interest (see Bowers and 
Leavitt, Chapter 41; Morton and Vásquez-
Cortés, Chapter 51; Sinclair, Chapter 52; and 
Wilke and Humphries, Chapter 53, this 
Handbook for details). Because scholars in 
the discipline use causal inference survey 
experiments to illuminate real-world social 
and political phenomena, however, finding a 
non-zero treatment effect is not enough. 
Researchers must also convince others that 
their interpretations of treatment-outcome 
relationships are valid.

Anyone acquainted with causal inference 
in the social sciences might respond, ‘of 
course, how could it be any other way?’ In 
answer, scholars have identified at least three 
distinct challenges to valid interpretation, 
which, in our view, must be taken seriously 
and addressed head-on.

First, survey experimenters can easily over-
look or not be able to incorporate factors that 
moderate the relationship between treatment 
and outcome (confounding). Second, some 
respondents might come to the survey experi-
ment having already been pretreated in the very 
world to which the researcher is trying to infer 
(pretreatment contamination). Third, respond-
ents might interpret the same treatment in a 
survey experiment differently due to differ-
ences in life experiences and the nature of the 
environments in which they live, which can be 
tantamount to receiving different treatments 
altogether (lack of information equivalence). 
Ignoring any of these possible complications 
can lead to wrong interpretations of estimated 
treatment-outcome relationships.

Confounding

The most obvious challenge to interpretation 
in causal inference survey experiments is con-
founding, which arises from the omission of 
one or more factors that moderate the relation-
ship between treatment and outcome. This is 
akin to the problem of omitted variable bias in 
observational studies (King et al., 1995). The 
analogy might sound counterintuitive, as we 
are taught that experiments balance the distri-
bution of both observed and unobserved 
covariates across groups. However, survey 
experiments randomize constructs that are not 
necessarily independent from each other out-
side the survey framework. Consequently, a 
treatment in a simple two-group design might 
inadvertently activate elements that correlate 
with the treatment in the real world, so that the 
researcher cannot disentangle the effect of a 
manipulated treatment from the confounder 
that is activated indirectly.
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Consider the study of corruption. A recur-
rent debate in the literature is whether citizens 
sanction corrupt politicians with their votes. 
Since scholars cannot manipulate corruption, 
they use hypothetical situations in survey 
experiments to understand voters’ reactions 
to corrupt politicians and hope that the find-
ings translate to actual voting behavior.6

The simplest design presents respondents 
with a vignette describing a current office-
holder seeking reelection. The control group 
receives information about the incumbent’s 
profile only, while the treatment includes 
additional information about the incumbent’s 
illicit activities. The design logic is straight-
forward: if voters sanction corrupt politicians 
in the treatment group, then, by inference, all 
that prevents voters from sanctioning corrupt 
politicians in the external world is the absence 
of credible information. More bluntly, when 
voters do not punish corrupt politicians, it is 
probably because they are unaware of their 
bad deeds.

Simple and elegant as this design is, it 
ignores the possibility that voters also respond 
to other activities the politician undertakes – 
and perhaps to the politician’s personal char-
acteristics as well. Any of these factors could 
moderate the original relationship between cor-
ruption and vote. In the extreme case, the inclu-
sion of such other factors eliminates any initial 
effect between corruption and vote, which 
raises questions about the validity of the origi-
nal interpretation (i.e. that information is the 
key). Thus, subsequent studies on corruption 
manipulate not only corruption, but also the 
provision of public goods, shared partisanship, 
and even gender (Anduiza et al., 2013; Winters 
and Weitz-Shapiro, 2013; Eggers et al., 2018). 
The accumulated evidence in these studies sug-
gests that other factors moderate the relation-
ship between corruption and vote.7

In almost all experimental studies, it is 
easy to identify several potential confound-
ers. In the preceding example, other possible 
confounders include coercion, vote-buying, 
a politician’s experience in office, and the 
credibility of the source (Botero et al., 2015; 

Mares and Visconti, 2019; Weitz-Shapiro and 
Winters, 2017). All of these could simulta-
neously confound the relationship between 
corruption and vote – and in different direc-
tions. However, traditional survey experimen-
tal designs set a low limit on the number of 
potential confounders that can be included, 
which invariably raises the annoying and ever- 
present possibility that the experimenter’s con-
clusion will be wrong, or at least incomplete.

Factorial survey experiments (see Auspurg 
and Hinz, 2015, and Sniderman, 2018, for 
overviews) provide one way to address the 
confounding problem, in that the researcher 
can manipulate both the explanatory variable 
of interest and a large number of confound-
ers. However, including many potential con-
founders comes at the cost of statistical power. 
The researcher now faces a trade-off between 
accounting for all potential factors that get in 
the way of proper interpretation and the capac-
ity to identify a non-zero treatment effect.

Conjoint experiments (Hainmueller et al., 
2014) overcome this problem by combining 
clever design and technological advance-
ments in computer-assisted surveys. In the 
standard conjoint design, the researcher pre-
sents respondents with multiple choice tasks 
between two or more hypothetical alterna-
tives. The combinations consist of indepen-
dently randomized attributes. In our earlier 
example, an experimenter might present 
respondents with two candidates for office. 
For each candidate, respondents see infor-
mation about the candidate’s level of public 
goods provision (low or high), party affilia-
tion (left or right), gender (male or female), 
and so on. In turn, each one of these attrib-
utes is randomly assigned to take one of the 
values included in parenthesis. Because the 
exercise is hypothetical, the researcher can 
repeat this exercise multiple times.

Conjoint experiments, then, can incorporate 
an unusually large number of factors because 
respondents answer multiple choice tasks that 
completely randomize the attributes of each 
alternative, allowing researchers to explore a 
wide range of combinations before running 
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into power limitations. Some tasks, like vot-
ing, can be reasonably presented as a choice 
between two or more alternatives. Others, such 
as the study of immigration attitudes, where 
researchers ask respondents to put themselves 
in the role of an immigration officer to deter-
mine which individuals should get priority in 
the admission process, require more creativity 
(Hainmueller and Hopkins, 2015).

This increased leverage to address con-
founding comes with a caution: a seem-
ingly impeccable logic, not empirical reality, 
drives the methodology. This reality opens 
the door to possible invalid interpretations of 
empirical results as they apply to the exter-
nal world. One potential problem is that the 
quest for satisfying the logic of the methodol-
ogy itself can come at the cost of realism, in 
that some combinations rarely, if ever, exist 
in the bigger world. For example, if a study 
randomizes occupation and education levels 
independently, respondents could potentially 
encounter a doctor with no post-secondary 
education (Hainmueller and Hopkins, 2015).8

Moreover, scholars can now include virtu-
ally as many factors as they can imagine, lim-
ited only by statistical power and their own 
discretion about which factors to include and 
which to exclude. Which factor has the larg-
est effect size presumably depends heavily on 
the choices researchers make,9 and thus mis-
interpretation of results once again becomes 
a potential problem. Researchers can be mis-
led into thinking that a given cause is more 
important than others, although, in fact, any 
result is the product of choices.

Hainmueller and colleagues offer several 
valuable examples to emulate. In those exam-
ples, the use of well-established theories drives 
the crucial choices. Unfortunately, we already 
see a tendency in the work that followed the 
introduction of conjoint experiments to dis-
card theoretical justification and view every 
factor in the research design as a treatment. 
This changes the purpose of the study from 
proper interpretation centered on one treat-
ment of interest to a horse race to determine 
which factor has a larger effect size.

Pretreatment Contamination

As we already mentioned, the goal of causal 
inference survey experiments is to learn 
about attitudes and behaviors beyond the 
survey framework. This presents researchers 
with an interesting dilemma: a research ques-
tion worthy of pursuit is also likely to be one 
where respondents encountered the treatment 
of interest prior to and outside the experi-
ment. This very pretreatment, if not accounted 
for, can generate wrong interpretations about 
the effect of the treatment (Druckman and 
Leeper, 2012; Gaines et al., 2007).

As one of us noted in earlier work, the 
effect of pretreatment contamination depends 
on two factors: when the pretreatment occurs 
vis-à-vis the survey experiment and the lon-
gevity of the pretreatment effect, assuming 
there is one. We do not repeat the details here, 
except to say that, depending on the existence 
and endurance of pretreatments, the same 
static experiment can generate conclusions 
ranging from no effect at all to a large effect.

In short, survey experiments and the contexts 
to which experimenters seek to infer can and 
often do interact across time in highly complex 
ways. At the extreme, researchers cannot cor-
rectly interpret the experimental results with-
out a thorough understanding of the contextual 
dynamics. However, if they are intimately 
familiar with the dynamics that happen in the 
world to which they are trying to infer, they 
probably can live without the experiment.

Note that attention to pretreatment moves 
the focus to dynamics, a shift that should 
resonate with most scholars. After all, the 
phenomena in the world that scholars study 
are dynamic. However, nearly all experimen-
tal designs are static, and thus they usually 
are incapable of addressing the effects of pre-
treatment. What to do?

One possibility: the researcher could sim-
ply include a separate question in the survey 
asking respondents if they have experienced 
a version of the treatment recently. This is 
problematic because the question can trig-
ger different complications depending on 
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its placement. Including the question before 
treatment is problematic, in that respondents 
who did not experience the treatment before 
might be primed by it and approach the 
experiment as if they have been pretreated. In 
other words, the experimenter risks replacing 
pretreatment contaminations with primacy 
effects. Conversely, including the question 
after treatment can trigger a false memory.

Chong and Druckman (2013) propose 
two possible ways by which to identify and 
account for pretreatment effects: directly 
manipulate pretreatment and trace effects over 
time or find a real-world situation where some 
respondents have been pretreated and oth-
ers have not.10 In a first study, they estimate 
the effects of two competing frames for and 
against increased law enforcement. To address 
pretreatment, they conduct a two-wave panel 
study in which respondents do or do not 
receive treatment in the first wave (i.e. they 
are pretreated or not). In the second wave, they 
explore whether those not treated in the first 
wave show greater response to the second-
wave treatment than those who had been pre-
treated. They find a big difference in second 
wave responses, with those not treated earlier 
showing greater response to the second-wave 
treatment. In their second study, they take 
advantage of a situation where some people 
have followed a controversy and others have 
not. Again, the results support the idea that 
pretreatment affects the experimental results.

Although the Chong-Druckman approach 
provides leverage on pretreatment contamina-
tion, implementing a short panel might be out 
of reach of many research budgets. Moreover, 
the field is converging in the opposite way. 
The norm is to perform increasingly complex 
one-shot studies, and, when resources permit, 
the preferred option is to replicate the same 
experiment with a different sample.

Lack of Information Equivalence11

Suppose that a researcher designs a survey 
experiment that satisfactorily addresses con-
founding and pretreatment contamination.  

Can that researcher justifiably claim valid 
interpretation? The answer is a resounding 
‘no’. In fact, the final challenge to proper inter-
pretation that we consider, and which only 
recently has come to the fore, is both the most 
pervasive and most difficult to resolve. The 
problem is what Dafoe et al. (2018) call (a lack 
of) information equivalence. Once expressed, 
its logic is intuitive, even though solving the 
problem currently fringes on the impossible.

At the risk of oversimplifying, the idea 
goes as follows. Respondents routinely inter-
pret and answer survey questions in terms 
of their life experiences. These experiences 
will vary greatly, especially when the experi-
ment is embedded in a national survey. To 
the extent that people’s life experiences are 
sufficiently strong to influence their interpre-
tations of treatments, the result is that, even 
though the experimental treatment is the same 
for everyone, different respondents essen-
tially respond to different treatments. How 
different depends on how much the contex-
tual considerations vary across respondents, 
and how much those considerations influence 
their responses.

To return to one of our previous examples, 
consider an experiment in which information 
about corruption primes different thoughts 
in the minds of a respondent from a rich 
and highly educated district, and a respond-
ent from a poor district with low education 
levels. To the former, corruption might mean 
‘committed a heinous and inexcusable white-
collar crime’. To a respondent from a poor 
district with low education levels, where 
constituents depend on their officeholders for 
assistance, corruption might mean ‘doing a 
good deed’.

Note that the lack of information equiva-
lence undermines basic tenets of both survey 
and experimental research. On the survey 
side, researchers must assume that the same 
question means the same thing to all respond-
ents (King et al., 2004). On the experimental 
side, lack of information equivalence violates 
the Stable Unit Treatment Value Assumption 
(SUTVA), which states that all units assigned 
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to receive a treatment experience it in the 
same way (Cox, 1958).

This lack-of-information-equivalence prob-
lem cannot be easily solved without altering 
the scope of the study. Consider the running 
example in Dafoe et al. (2018). The democratic 
peace is a proposition in international relations 
suggesting that democracies never go to war 
with other democracies (Russett, 1993). Two 
alternative explanations underlie this proposi-
tion. First, democracies dislike war generally 
and are less likely than autocracies to go to 
war with anyone. Alternatively, democracies 
perceive other democracies as less threaten-
ing, so they only go to war less often with fel-
low democracies. To assess between the two 
explanations, Tomz and Weeks (2013) used a 
survey experiment that presented respondents 
with a hypothetical country in the process of 
acquiring nuclear weapons. They randomly 
presented the country as a democracy or dicta-
torship, and respondents indicate whether they 
favor or oppose a military intervention from 
their home countries.

In this study, the treatment is a country’s 
political regime. The study deliberately 
avoids including explicit country labels to 
prevent confounding. However, the typical 
democracy that is suspected of developing 
nuclear weapons (e.g. Israel) is remarkably 
different from the typical dictatorship that 
carries the same suspicion (e.g. North Korea). 
Note that the limitation here is different from 
confounding. Even if the researcher manipu-
lates one of the main potential confounders 
(e.g. economic development), the challenge 
to interpretation will persist. Rich democra-
cies with nuclear power (e.g. France) still 
differ from poor democracies with nuclear 
power (e.g. Pakistan).

Whereas increasingly complex designs 
help with respect to the first two challenges 
to valid interpretation (confounding and 
pretreatment contamination), the verdict on 
whether they can help with the lack of infor-
mation equivalence problem remains to be 
seen. The problem is more encompassing 
and much more difficult to overcome. The 

number of possible interpretations of a treat-
ment are countless. ‘Good theory’ might 
convince an audience depending on the appli-
cation, but we currently do not see plausible 
solutions to the problem itself. The authors 
themselves could only hint at possibilities.

The lack-of-information-equivalence prob-
lem, we might note in closing, is inherent to 
surveys and survey responses. It is not a deriv-
ative of experiments. To overcome the lack of 
information equivalence problem would not 
only bring elation to survey experimentalists, 
it would bring elation to all researchers who 
use surveys.

Summary

On the surface, conducting survey experiments 
is straightforward and deceptively easy. 
Moreover, the cost is relatively low, which 
makes them especially attractive to graduate 
students. In fact, the challenges to valid inter-
pretations of survey experiments are many. 
These challenges, we emphasize, would not be 
apparent had earlier generations of survey 
experiments not existed. Increasingly, these 
challenges have become apparent, and the next 
generation of survey experimentalists presum-
ably will be more aware of them as they create 
their own experimental designs. As a result, if 
the past is any indication, the demand for 
increasingly complex and sophisticated survey 
experiments will continue to grow.

Survey Experiments as a 
Measurement Technique

Scholars who use survey experiments to 
measure attitudes on sensitive issues, or to 
measure implicit attitudes that respondents 
themselves fail to see, also seek to design 
experiments that facilitate proper interpreta-
tions of the results. They, too, have encoun-
tered not-easily-identified or remedied 
problems that complicate the task.
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Many, although not all, of the potential 
challenges in the study of measurement are 
a function of the survey context, as opposed 
to, as we saw earlier, the features of the larger 
context that can influence what respondents 
bring to the survey. With respect to studies 
that measure attitudes on sensitive issues, 
scholars routinely assume that eliminat-
ing respondents’ perceptions of a lack of 
anonymity is the key to obtaining honest 
responses and is thus the key to research-
ers correctly interpreting the experimental 
results. Scholars who study implicit attitudes 
face the same challenge, plus the possibility 
of a lack of information equivalence, which, 
as we have already seen, is a potentially big 
challenge in causal inference studies.

List Experiments and Randomized 
Response Techniques

Scholars take for granted that respondents do 
not always answer survey questions truth-
fully when they are asked about sensitive 
issues for which there are ‘right’, or socially 
desirable, answers. To overcome this possi-
ble social desirability bias,12 researchers have 
developed and refined two types of survey 
experiment: the survey list experiment and 
the randomized response technique. Both 
techniques are designed to convince individ-
ual respondents that their responses to ques-
tions about sensitive issues cannot be traced 
to them. There is some, albeit limited, evi-
dence that these techniques induce less bias 
than direct questions (Blair et  al., 2015; 
Lensvelt-Mulders et  al., 2005b; Rosenfeld 
et al., 2016).

In a list experiment, the researcher ran-
domly assigns respondents to one of two (or 
more) conditions. Individuals in the control 
condition are presented with a list of items; 
individuals in the treatment condition see the 
same list plus an additional item, which is 
the item of interest and the one on which the 
experimenter wants to ensure the respond-
ent of anonymity. The average difference 

between the treatment and control conditions 
represents the percentage of respondents who 
responded to the sensitive item in a ‘socially 
undesirable’ way (Blair and Imai, 2012).

The randomized response technique 
(Boruch, 1971; Warner, 1965) is one of the 
oldest techniques for asking sensitive sur-
vey questions.13 In the most common ver-
sion of a randomized response question, the 
respondent is directly asked a yes or no ques-
tion about a sensitive topic. The respondent 
is also given some randomization device, 
like a coin or die. The respondent is told to 
answer the direct question when the rand-
omization device takes on a certain value 
(tails) or to say ‘yes’ when the randomiza-
tion device takes a different value (heads).14 
Users of the method assume that respondents 
will believe their anonymity is protected 
because the researcher cannot know whether 
a ‘yes’ resulted from agreement with the 
sensitive item or the randomization device. 
Researchers know the expected distribution 
of the condition, which allows an estimate 
of overall agreement with the sensitive item 
(See Lensvelt-Mulders et al., 2005a and Blair 
et al., 2015 for summaries).

How likely is it that respondents will per-
ceive their answers to socially-sensitive mat-
ters as protected and thus truly anonymous? 
More specifically, what would it take for 
them to feel their answers are anonymous, 
especially if they already harbor suspicions? 
If they do not perceive the safety of auton-
omy, they will likely shape their responses 
to portray themselves in the best light pos-
sible, rather than answer honestly (Leary and 
Kowalski, 1990).

There are conditions under which the 
basic list experiment will almost surely fail 
to provide anonymity. Most obviously, if all 
or none of the items on the list anger respond-
ents, those who seek to hide their true feelings 
and attitudes must answer dishonestly (Blair, 
2015). Respondents might not interpret other 
response options as fully anonymous, either. 
If the treatment item is something respond-
ents want to renounce unequivocally, they 
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might report a very low number to dissociate 
themselves from that item, on the logic that 
being associated with ‘three of the four [list 
items] may be interpreted as a 75% chance’ 
that the respondent holds the socially unde-
sirable attitude (Zigerell, 2011: 544).

The most widely used randomized response 
technique also offers only limited anonymity 
to respondents. If a respondent answers ‘yes’, 
the answer could have been dictated by the 
randomization device, but it could also sig-
nal agreement with the sensitive item (Edgell 
et al., 1982; Yu et al., 2008). Thus, answering 
‘yes’ is not unequivocally protected by the 
design. This response bias can affect respond-
ents who do not hold the sensitive attitude 
just as readily as it affects respondents who 
do hold it. Respondents who hold the sensi-
tive attitude might say ‘no’ when directed to 
be truthful, and respondents who do not hold 
the sensitive attitude might say ‘no’ when 
directed to say ‘yes’ (Edgell et al., 1982).

Knowledge of the various problems 
has helped researchers sharpen both sur-
vey experiments and randomize response 
techniques as tools for measurement. As 
researchers have learned more about the 
ways in which respondents respond to sur-
vey experiments designed for measurement, 
they have developed more complex and pen-
etrating list experiments and randomized 
response techniques to account for them. In 
the process, researchers arguably have added 
some complexity to get closer to the right 
interpretations.15

For list experiments, the added complex-
ity comes from increased attention to prepa-
ration and design. In terms of preparation, 
researchers pay even more attention to pilot-
ing to find control items that not only fit with 
the treatment item, but are negatively corre-
lated with other control items (Glynn, 2013). 
Negatively correlated control items minimize 
the number of people who will score very 
high or very low on the control list, a problem 
that can compromise anonymity.

Variations on the list experiment have 
helped to isolate the effect of the treatment 

item. One variation is the double list experi-
ment (Droitcour et  al., 2004; Glynn, 2013), 
which attempts to solve the problem of 
respondent interpretation by using two con-
trol lists. The treatment item is randomly 
selected to appear on either the first or the 
second control list so that some respondents 
see it on the first list and some respondents 
see it on the second. If researchers observe 
the same treatment effect on both lists, there 
is less risk that the effect depends on the 
choice of control items or on how respond-
ents interpret the list. Another modification is 
a placebo-controlled list experiment, which 
uses a fourth item as a placebo on the con-
trol list to ensure that the difference between 
the two lists is due to the treatment item, not 
the presence of an extra item (Riambau and 
Ostwald, 2019).

Users of survey experiments have come up 
with variations in the randomized response 
techniques so as, first, to provide what 
respondents will view as full anonymity 
and, second, to keep them from viewing one 
response as riskier. One such variant is the 
crosswise model (Jann et al., 2011; Yu et al., 
2008).16 In the crosswise model, respond-
ents are presented with two statements, one 
sensitive statement and one non-sensitive 
statement, for which the population mean 
is known. The respondent is asked to say if 
neither or both statements are true or if one 
statement is true. Unlike a typical rand-
omized response question, where individuals 
who agree with the sensitive statement only 
occupy the ‘yes’ group, the crosswise model 
allows people who agree with the sensitive 
statement to occupy either group.17

Beyond Ensuring Anonymity

The jury is out on the effectiveness of these 
new techniques. They appear to provide some-
thing closer to true anonymity, so they come 
closer to revealing ‘the truth’ than their prede-
cessors. However, is ensuring anonymity a 
sufficient condition to obtain honest answers 
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to sensitive questions? It is unlikely to be a 
necessary condition – see coercive measures 
like the bogus pipeline (Jones and Sigall, 
1971) for techniques to obtain honest responses 
that ignore anonymity altogether – but unspo-
ken in work using list experiments and rand-
omized response techniques is the assumption 
that respondents will answer honestly if they 
perceive their answers to be anonymous.

We see several reasons why anonymity is 
not a sufficient condition to obtain honest 
answers to sensitive questions. First, even 
with anonymity, respondents have no incen-
tive to answer honestly. If a prejudiced per-
son is presented with a list experiment that 
uses a treatment item designed to measure 
prejudice, what incentive does that preju-
diced individual have to comply with the 
instructions of the list experiment? In addi-
tion to anonymity, a further assumption must 
be made: respondents want to express their 
socially undesirable opinions in a way that 
eludes social sanctions.

Second, anonymity does not help respond-
ents interpret the question as the researcher 
intended. When the purpose of a question 
is unclear, respondents must either increase 
their own cognitive efforts in order to under-
stand the question or satisfice and provide an 
answer that seems reasonable, even without 
understanding the question. All survey ques-
tions assume that the respondent interprets 
the question in the way intended by research-
ers; techniques to ensure anonymity make 
that interpretation less likely by obfuscating 
the question’s purpose.

Anonymity does not solve many other pit-
falls familiar to survey questions and survey 
experiments. It does not help researchers to 
avoid question ordering effects or contamina-
tion from earlier questions in the survey; it 
does not reveal how respondents interpret the 
sensitive item and thus cannot ensure infor-
mation equivalence. Who knows what other 
novel problems it does not address? Future 
research should further explicate the assump-
tions necessary to obtain honest answers to 
sensitive questions. Future research should 

also reveal further limitations of techniques 
to measure sensitive attitudes.

One limitation is clear even without fur-
ther research: these questions do not uncover 
implicit attitudes. Many sensitive topics 
appear so sensitive that individual’s con-
scious, explicit attitudes differ from their 
implicit attitudes (Greenwald and Banaji, 
1995). Even many non-sensitive attitudes 
seem to be beyond an individual’s con-
scious awareness (Nisbett and Wilson, 1977). 
Techniques like list experiments and rand-
omized response techniques purport to offer 
anonymity so that respondents feel com-
fortable revealing their unsavory conscious 
attitudes, but these techniques do nothing to 
draw out attitudes that respondents do not 
know they have. In the next section, we cover 
survey experimental techniques to reveal 
respondents’ implicit attitudes.

Priming and Implicit Attitudes

Whereas techniques to measure explicit atti-
tudes seek to provide respondents with ano-
nymity, techniques to measure implicit 
attitudes seek to keep the respondent con-
sciously unaware of the implicit attitude 
being measured. To do so, researchers use 
priming experiments.18

In a priming experiment, researchers 
expose respondents to a stimulus representing 
topic X in order to influence their responses 
to a survey question about topic Y, without the 
conscious knowledge of the respondents. A 
control group is not exposed to the stimuli rep-
resenting topic X, so the difference between 
the treatment group and control group is due 
to exposure to the treatment stimuli. Priming 
experiments work by directing respondents’ 
consciousness away from topic X and towards 
topic Y so that respondents do not consciously 
censor their feelings about topic X (Macrae 
et al., 1994; Schwarz and Clore, 1983).

The earliest priming experiments simply 
randomized the order in which questions 
were asked (McFarland, 1981). For example, 
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Schwarz and Bless (1991) show that a ques-
tion about someone’s marriage before a 
question about their general life satisfaction 
increases life satisfaction for people with 
good marriages and decreases it for people 
with bad marriages. The priming paradigm 
would later be used to measure sensitive 
attitudes about social groups by priming the 
social group and then asking respondents 
about a related topic. For example, Hurwitz 
and Peffley (1997) prime race by randomiz-
ing whether the target of law enforcement 
action was white or black. This allows them 
to determine the effect of race on judgments 
of crime and punishment.

While these priming experiments are 
extremely innovative, they are also so simple 
and straightforward that suspicious respond-
ents might realize a connection between the 
sensitive item being primed and the non-
sensitive item being solicited. And, because 
they measure implicit attitudes by estimat-
ing the relationship between the prime and 
outcomes, they also suffer from the flaws of 
information equivalence and confounding we 
discussed in the previous section.

To prevent subjects from ascertaining the 
goal of the study, researchers try to hide the 
prime amid other, ostensibly more important, 
information. One way to do this is with an 
endorsement experiment (Cohen, 2003). In 
an endorsement experiment, respondents are 
asked how much they support a policy. In the 
treatment condition, the policy is ‘endorsed’ 
by a group that respondents would not con-
sciously admit to influencing their opinion. In 
the control condition, the policy is not endorsed 
by any group. The average difference in sup-
port between the endorsed and unendorsed 
policy represents the change in support for the 
policy because of the endorsement.19

Though endorsement experiments help 
hide the goal of the study by distracting 
attention away from the group and towards a 
substantive policy, they still suffer from lack 
of information equivalence. In endorsement 
experiments, the problem manifests itself 
because a group’s endorsement may be used 

as a heuristic to understand substantive pol-
icy details (Lupia, 1994). The basic endorse-
ment experiment cannot differentiate bias 
towards the endorsing group from use of the 
endorsing group as an information heuristic. 
To ensure information equivalence, research-
ers utilize endorsements as part of factorial 
experiments that vary substantive details 
about the policy along with group endorse-
ment. For example, Nicholson (2011) uses 
this design to show that a group’s endorse-
ment of a policy is overwhelmed by informa-
tion about the social groups who are helped 
or harmed by the policy.

Priming experiments still suffer from sev-
eral problems. First, the treatment might not 
prime the intended concept. Unlike list exper-
iments or randomized response questions, the 
item of interest is not directly enumerated to 
the respondent. It is possible that the treatment 
activates different attitudes than the researcher 
intends. Second, the mental construct being 
primed may already be salient in the minds of 
all respondents (i.e. pretreated), rendering the 
prime impotent.20 Unfortunately, methods to 
validate the estimates of priming experiments 
do not exist yet.

Summary

Scholars want to measure concepts validly 
and reliably. Direct survey questions are 
often used to measure concepts, but direct 
questions fail when respondents lie or do not 
have conscious access to the attitude the 
researcher is interested in. To address the 
reasons that direct questions fail, scholars 
began measuring some concepts with survey 
experiments in lieu of direct questions. As 
scholars learned more about measuring con-
cepts with survey experiments, they learned 
the pitfalls of survey experiments for meas-
urement and further adapted their measures 
to account for those pitfalls. Thus, the history 
of measuring sensitive concepts has been to 
increase complexity of design for the pur-
pose of increasing validity.
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One problem plagues all measurement: how 
do we know that our measure is valid? For some 
outcomes, such as voter turnout, we can com-
pare our measure with population estimates. 
But for other outcomes, such as racism or the 
effect that political parties have on citizens’ 
policy preferences, no population estimate with 
which to validate our measure exists. We are 
searching for a truth we cannot know.

Despite an inability to validate most meas-
ures, we make progress by fully explicating 
the assumptions of each measurement strat-
egy and then determining if the strategy ful-
fills them. When measurement strategies do 
not satisfy their own assumptions, research-
ers must create measures that do. For exam-
ple, researchers assume anonymity is the key 
to obtaining honest answers about sensitive 
topics. Yu et  al. (2008) noticed that rand-
omized response techniques fail to satisfy this 
assumption and created the crosswise model 
to provide respondents with full anonymity.

Part of explicating assumptions is expli-
cating the reasons as to why direct questions 
will not validly measure a concept of inter-
est. Sometimes scholars will find that people 
are not as squeamish as scholars expect, and 
thus direct questions work well. Other times 
the techniques that provide anonymity do not 
reveal the attitude of interest because the bar-
rier to measurement is respondents lacking 
conscious access to that attitude. We think it 
is important that the theoretical assumptions 
about the concept we are measuring match 
the assumptions of our measurement strategy.

Conclusion

Survey experimental research has matured 
quickly and dramatically. In both areas of 
endeavor that we reviewed, researchers 
appear to be functioning in the best tradition 
of ‘normal science’ (Kuhn, 1962), which we 
applaud. The growing complexity and 
sophistication in research designs has led to 
new discoveries, and, subsequently, more 

challenges, which in turn have generated 
even more creative and complex designs. The 
more we learn, it seems, the more complex 
and sophisticated the next generation of 
research must be to address the newest, and 
often unexpected, discoveries. No serious 
researcher will be surprised to know that a 
final stopping point is nowhere to be seen.

Increased complexity implies more mov-
ing parts, and the more moving parts there 
are, the less transparent the methods and 
empirics can become. Recent work on con-
joint analysis exemplifies this statement 
(Hainmueller et al., 2014). The logic of lev-
eraging pair comparisons to isolate independ-
ent effects across manipulations fringes on 
impeccable, and as a result, the potential to 
remedy some existing challenges is, at least 
in theory, high. Yet, knowing precisely how 
respondents respond to and interpret many 
descriptive pairs remains slightly difficult 
to ascertain. Likewise, recent measurement 
advances like the crosswise model (Yu et al., 
2008) appear to offer anonymity in a way that 
is convincing to respondents. Yet, scholars 
have no way of assessing the validity of this 
approach on most sensitive attitudes.

We are reminded of the dictum of ‘no more 
than three independent variables’, as applied it 
to the growing complexity of probit and logit 
models (Achen, 2002). We see no reason to 
apply it to survey experimental research at this 
time, although keeping it close at hand as the 
two areas progress would be wise. Increasing 
the complexity and sophistication of survey 
experimental designs has thus far evolved in a 
logical, progressive, and helpful way. Whether 
a lack of transparency will begin to obfuscate 
the power of the designs remains to be seen.

Overall, reviewing the evolution of sur-
vey experimental research has been, for us, 
an eye-opener. Although we have remained 
conversant with the literature as it has grown, 
peering into the bowels of the research has 
increased our understanding of the challenges 
that await new generations of researchers. It 
has also increased what was our already-high 
respect for the work.
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Notes

 1 	 We do not address external validity or inferring 
from an experiment to some (often undefined) 
world outside it. Suffice it to say that we agree 
with the contention that the primary purpose of 
an experiment should be to test theory, not to 
infer to some outside world (Mook, 1983). How-
ever, for the purposes of this chapter, we take the 
general practice of inferring from experiment to 
world as given.

 2 	 The speed with which researchers can respond 
to each other underlines the crucial importance 
of publishing the results of well-designed survey 
experiments that generate null findings.

 3 	 Note that this distinction is primarily a working 
and admittedly artificial one. The study of causal 
inference requires good measurement and the 
study of measurement cannot occur without 
causal inference. Our distinction echoes what is 
current practice in the field.

 4 	 These problems apply to causal inference studies 
as well. We bring them up in the discussion of 
measurement because it is there that the poten-
tial consequences of survey contamination are 
most obvious.

 5 	 Depending on the question of interest, the con-
trol group may receive no treatment at all, or an 
innocuous version of the treatment (placebo). 
Some survey experiments include both pure con-
trol and placebo conditions. The conventional 
advice is to include some form of control group 
to identify the direction of the treatment effect 
(Gaines et al., 2007).

 6 	 Note that survey experiments are not the only 
way to study corruption. Occasionally, research-
ers find direct measures in observational data 
(Fernández-Vázquez et  al., 2016; Ferraz and 
Finan, 2008; Golden and Picci, 2005; Olken, 
2007).

 7 	 This example is certainly not the only case of 
researchers using multiple factors in survey 
experiments. In the study of American politics, 
the practice is traceable at least back to the early 
studies on racial prejudice (Sniderman et  al., 
1991) and heuristic processing (Mondak, 1993).

 8 	 The standard practice is to prevent these combi-
nations from appearing, but that might introduce 
bias in the average marginal component effect. 
An alternative is to allow for illogical combina-
tions with a relatively low probability (Hainmuel-
ler et al., 2014)

 9 	 Although previous work provides guidelines for 
the number of factors that should be included 
(Auspurg and Hinz, 2015; Hainmueller et  al., 
2014), we are not aware of any developments 
regarding which factors to include.

 10 	 Chong and Druckman (2010, 2013) pioneered 
dynamic studies. Even today, few have followed 
their footsteps.

 11 	 In their original study, Dafoe et al. (2018) use the 
term information equivalence. We use lack of 
information equivalence because a lack of equiv-
alence is the problem they address.

 12 	 Other instances of response bias are due to 
demand effects (when the respondent learns what 
the researcher wants to hear and obliges) and 
acquiescence bias (the tendency of respondents 
to agree rather than disagree with statements). 
Survey experiments help overcome these biases by 
hiding the intent of the researcher. Other reasons 
for respondent’s lying are when the respondent 
deliberately provides untrue responses for fun, 
lack of attention, and desire to get through the 
survey quickly. Most survey experimental tech-
niques will not overcome these issues.

 13 	 While many people do not consider randomized 
response models as experiments, we view them 
as experiments in which the researcher does not 
know the experimental condition of the respon-
dent. Results can still be analyzed in an ‘experimen-
tal’ fashion (and often compared to results from 
other experiments to reduce bias) because the 
data-generating process is still known. The same 
logic applies to non-randomized response models, 
the close cousins of randomized response models.

 14 	 This is known as the ‘forced response’ model, 
introduced by Fox and Tracy (1986). Other mod-
els use slightly different procedures.

 15 	 A full discussion of all recent advances in list 
experiments and randomized response tech-
niques is beyond our scope. Here we focus on 
design advances and omit work on statistical 
analysis of survey experiments and the compari-
son of responses to direct questions (Ahlquist, 
2018; Aronow et al., 2015; Blair and Imai, 2012; 
Blair et al., 2015; Blair et al., 2018; Chou et al., 
2017; Corstange, 2009; Rosenfeld et al., 2016).

 16 	 Technically, the crosswise model is a non-
randomized response model. Non-randomized 
response models pair a sensitive question with 
some nonrandom phenomenon, instead of with 
random phenomenon like a coin flip. The sensi-
tive question and the non-random phenomenon 
are paired in such a way that the researcher can-
not know if the respondent agrees with the sensi-
tive question or the non-random phenomenon.

 17 	 Lensvelt-Mulders et al. (2005a), Azfar and Mur-
rell (2009), and Gingerich (2015) report other 
randomized response techniques and advances.

 18 	 Other techniques are also used, such as implicit 
associations tests (Greenwald et  al., 1998) and 
physiological measures (Rankin and Campbell, 
1955). Survey experiments enjoy one major 
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advantage: they can easily be administered to 
respondents outside of the laboratory.

 19 	Endorsement experiments have recently been 
used to measure explicit attitudes towards 
groups that may be dangerous to support pub-
licly. Rather than measure implicit attitudes, 
these ‘explicit’ endorsement experiments work 
like list experiments, where individuals can 
freely express their support for the sensitive 
group because the researcher cannot differen-
tiate policy support from group support at an 
individual level. Whereas list experiments hide 
the respondent’s opinion by pairing the sensitive 
item with non-sensitive control items, endorse-
ment experiments hide the respondent’s opinion 
by pairing the sensitive item with a policy (e.g. 
Blair, 2015).

 20 	 The outcome being measured could also activate 
the prime, which would accidentally treat the 
control group. This happens when the outcome is 
too close mentally to the prime. For example, the 
term ‘welfare’ may make racial minorities salient 
in the minds of white respondents.
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